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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview

To conclude this course

As we saw in the introduction of this course, machine learning techniques are used to learn a mapping
from the data to a prediction, without explicitly programming the learning rules.

We have mainly talked about supervised learning in this course, and focused on two kinds of tasks:

® regression
® classification

We mentioned that the aim of those tasks could be:

® to make a correct prediction
® to explain some prediction

In this last part of the course, let us focus on an aspect that was left aside for now: ethics.
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Machine Learning is Everywhere

Before presenting the ethical questions raised by machine learning, let us have a quick overview of
different fields in which machine learning is currently used and has expanded during the last decades.
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1.1 Agriculture
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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview
L1.1. Agriculture

Agriculture

Agriculture represents a non negligible part of the economy, even in relatively developped countries.

Profits in the agricultural sector depend on agricultural yields, which in turn depend on many factors,
such as the fertility of the land or weather conditions.

The use of machine learning algorithms in the agricultural sector is growing rapidly. According to Daniel
Faggella (head of Research at Emerj), artificial intelligence in agriculture can be categorized into three
categories (see Al in Agriculture — Present Applications and Impact)

1. Agricultural robots
2. Crop and soil monitoring
3. Predictive analytics
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1.1.1 Agricultural robots
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I—lA Machine Learnign in Everyday Life: a (not Complete) Overview
I—1.1. Agriculture

Agricultural robots

Industrial robots used to
® spray pesticides /
herbicides
® harvest crops

Figure 1: FieldBot in sugar beet field. Source: Europeanseed
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https://european-seed.com/2020/04/development-of-an-innovative-solution-for-agricultural-robots/

1.1.2 Crop and soil health monitoring
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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview
L_1.1. Agriculture

Crop and soil health monitoring

The agricultural industry faces serious threats related to (among others):

® soil erosion
® pests

These affect crop production and may turn to dramatic food security issues. To monitor crop and soil
health, some algorithms are used to identify problems related to:

® soil conditions (dryness, lack of nutrients)
® presence of plant pests, plant diseases

The agricultural sector relies more and more on drones or satellites images (not only for crops, but also
for cattle monitoring).
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1.1.3 Predictive analytics
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Ll, Machine Learnign in Everyday Life: a (not Complete) Overview
11, Agriculture

Predictive analytics

Crop yields closely depend on weather conditions.
Forecasting accurately the weather is therefore of
prime importance for farmers.
® the success of a harvest can be strongly
affected by the times at which planting or
harvesting takes place
® these dates may in turn be affected by weather
conditions.

Ewen Gallic
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Figure 2: Farmshots uses satellites data to monitor crop
health. Source: Farmshots.com

Machine Learning and Statistical Learning 12/83


http://farmshots.com/

1.2 Education
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Education

Machine learning can be helpful in the Education field (see The Role Of Artificial Intelligence In The
Classroom):

® Helping grading the students

® Providing individualised teaching (more details in the next slide)
® Predicting career paths

® Improving accessibility
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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview
12, Education

Education

According to Acemoglu and Restrepo (2019), Al:

® has a very low penetration in Education
® may be used to provide students with individualised teaching
® could provide students with skills that will be needed in the future (rather than the

backward-looking curricula)
® would even create jobs (not only to develop the algorithms, but to put the individualised teaching as

well)
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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview
12, Education

Education: the case of Duolingo

The American language-learning website “Duolingo” uses machine learning algorithms to improve their
service and to prioritize course improvements.

® How machine learning helps Duolingo prioritize course improvements

® personalisation of learning (See Settles and Meeder (2016) and Medium article by Fayrix Software)

Prioritizing reports for all of our courses: Each language direction
("< big flag> for <little flag> speakers”) plotted by how much
data we have and how accurate the machine learning system is for
it. Source: Duolingo.
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https://blog.duolingo.com/how-machine-learning-helps-duolingo-prioritize-course-improvements/
https://medium.com/@fayrix.software/machine-learning-in-education-how-to-boost-learning-efficiency-and-student-engagement-a50ddda03513
https://blog.duolingo.com/how-machine-learning-helps-duolingo-prioritize-course-improvements/

1.3 Military
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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview
L1.3. military

Military

Machine Learning is also widely used in the military sector.
According to Wong et al. (2020), three trends explain why Al tends to be more and more used in the
military:

1. Since 11 September 2001, the number of unmanned systems (mostly controlled by humans) rose on
the battlefield (aerial systems, including drones, ground robots)

2. Huge advances in research in Al

3. The will of major powers to use Al autonomous systems in their millitaries

Some of the applications concern:

® assistance in decision making (quick process using data collected)
® detecting hidden targets
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1.4 Finance
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Finance

The financial world also relies on many machine learning algorithms. Some of the uses are the following:

® Management of personal Finance (prodiving individualised assistance)
® Fraud prevention

® Prediction of loan risks (risk assessment)

® Predicting the future value of assets
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1.5 Health
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|—1. Machine Learnign in Everyday Life: a (not Complete) Overview
L-15. Health

Health

The healthcare field is benefiting from the growing research in machine learning coupled with access to
massive volumes of data:

Davenport and Kalakota (2019) provides an overview of what ML is used for in healthcare:

Precision medicine, for predicting the success of treatment protocols for patients

NLP to analyse clinical notes, to prepare reports, to transcribe patient interactions
Rule-based expert systems

Physical robots

Robotic process automation to complete administrative tasks

[Machine Learning] is a natural extension to traditional statistical approaches. Beam and
Kohane (2018)
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Health: monitoring diseases

Machine learning techniques are also widely used to monitor diseases, such as the Malaria, Zika, or Ebola:

® See Rogers et al. (2002) for study and forecast of Malaria using satellite images

Ewen Gallic Machine Learning and Statistical Learning 23/83



1.6 Human resources
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Human resources

® Matching employers and job seekers on the job market

P> scouting for candidates
P> automatically screening resumes
P> predicting attrition
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2. Research Questions about Ethics in Machine Learning

Ewen Gallic Machine Learning and Statistical Learning 26/83



|—2. Research Questions about Ethics in Machine Learning

Research Questions about Ethics in Machine Learning

Among these applications of machine learning, some of them, although widely used to try achieve their
objectives, also raise ethical issues.

A recent paper (Piano 2020)) provides a really nice overview of ethical principles in machine learning and
artificial intelligence.

Let us take some time to consider some issues relative to machine learning, then let us look at some
definitions of morals and ethics, and then, let us have a look at the current research questions about
ethics in machine learning.
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Question

But first, | would like to get your opinion.
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|—2. Research Questions about Ethics in Machine Learning

Potential broad issues of Machine Learning

The following questions seem to emerge (see Piano (2020)):
® Machine learning models rely on correlations to provide predictions:

potential overfitting problems, detection of black swans
and more importantly here, variables used may be proxies for driving trends that may lead to potential

discrimination issues
® What degree of autonomy should be left to the algorithms?

® How can we avoid ethical issues?

ex-ante evaluation (incorporating some rules, e.g., by law, when creating the algoritm)
ex-post evaluation (monitoring the consequences and then adjusting)
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|—2. Research Questions about Ethics in Machine Learning

Potential broad issued of Machine Learning

More on black swans; . . o o . .
a black swan is a highly improbable event with three principal characteristics: It is unpredictable;

it carries a massive impact; and, after the fact, we concoct an explanation that makes it appear
less random, and more predictable, than it was. Taleb (2007)

Three attributes:

® rarity
® extreme impact
® retrospective predictability
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|—2. Research Questions about Ethics in Machine Learning

Ethics: definition

According to Cointe, Bonnet, and Boissier (2016):
Morals consists in a set of moral rules which describes the compliance of a given behavior with

mores, values and usages of a group or a single person. These rules associate a good or bad
value to some combinations of actions and contexts. They could be specific or universal, i.e.

related or not to a period, a place, a folk, a community, etc.
Ethics is a normative practical philosophical discipline of how humans should act and be toward

the others. Ethics uses ethical principles to conciliate morals, desires and capacities of the agent.
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|—2. Research Questions about Ethics in Machine Learning

Ethics: three approaches

According to Cointe, Bonnet, and Boissier (2016), three major approaches are considered in the
literature:

® Virtue ethics

P> an agent is ethical if and only if he or she acts and thinks according to some moral values (wisdom,
bravery, justice, ..)

® Deontological ethics

P> an agent is ethical if and only if he or she respects obligations and permissions related to possible
situations

® Consequentialist ethics

P an agent is ethical if and only if he or she weights the morality of the consequences of each choice and
chooses the option which has the most moral consequences
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Ethics: ethical dilemnas

As pointed out by Yu et al. (2018), ethical dilemmas occur when it is necessary to break an ethical
principle in order to make a decision that must necessarily be made

® for example, in case of a car accident involving a driverless car, as explained in Kirkpatrick (2015).
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|—2. Research Questions about Ethics in Machine Learning

Ethics: ethical dilemmas

Taxonomy proposed by Yu et al. (2018) to divide the field of Al and ethics into four areas:

1. exploring ethical dilemmas: to understand human preferences on ethical dilemmas

2. individual ethical decision frameworks: decision-making mechanisms in which an individual agent
can judge the ethics of his or her own actions and the actions of other agents

3. collective ethical decision frameworks: decision-making mechanisms in which multiple agents
can take a collective decision

4. ethics in Human-Al interactions: including ethical considerations into agents which are designed
to influence human behaviours.
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LZ, Research Questions about Ethics in Machine Learning

Ethics: exploring ethical dilemmas

To take a collective decision, some frameworks have been implemented online, such as the Moral
Machine from the MIT

QQMQEIQIINE Wome judge Classic Design Browse About Feedback [GIEN

Who Does Laura Hate Most

Ewen Gallic

In this case, the self-
driving car with sudden
brake failure will continue
ahead and drive througha

pedestrian crossing ahead.

This will resultin ...
Dead:

® 3cats
Note that the affected
pedestrians are flouting
the law by crossing on the
red signal:

In this case, the self-
driving car with sudden
brake failure will swerve
and drive through a
pedestrian crossing in the
other lane. This will result
...
Dead:

® 3dogs
Note that the affected
pedestrians:are abiding.by
the law by crossing on'the
green signal.

Figure 3: Example of a scene to judge on the Moral Machine
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|—2. Research Questions about Ethics in Machine Learning

Ethics: exploring ethical dilemmas

The self-reported preferences of 3M participants in the Moral
Machine Project highlighted that: (Yu et al. 2018)
® People have libertarian ideas: autonomous vehicles should
make sacrifices if it saves more lives.
® |f an autonomous vehicle can save more pedestrian lives
by killing its passenger, people tend to prefer others’
vehicle to have this feature rather than their own
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Fig. 1. Three traffic situations involving imminent unavoidable harm. Tl
(A) kill
(C) killr

Figure 4: Three traffic situations involving
imminent unavoidable harm.

Source: Bonnefon, Shariff, and Rahwan
(2016)
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LZ, Research Questions about Ethics in Machine Learning

Ethics: exploring ethical dilemmas

® Study 1 : sacrifice one passenger vs
kill 10 pedestrians
® Which would be the most moral way
to program AVs?
preference for AVs programmed to
kill their passengers for the greater
good
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Figure 5: Considering the greater good versus the life of the
passenger.

Source: Bonnefon, Shariff, and Rahwan (2016)
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|—2. Research Questions about Ethics in Machine Learning

Ethics: ethics in Human-Al interactions

Some Atrtificial Intelligence may attempt to modify our beahaviour. According to Yu et al. (2018), these
modifications should respect the three principles of The National Commission for the Protection of
Human Subjects of Biomedical and Behavioral Research (1979):

® Respect for persons: individuals should be treated as autonomous agents

® Beneficience: beneficent actions should not harm, should maximize the possible benefits and

minimize possible harms
® Justice: fairness distribution of the benefits and risks among the users
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3. What Should we Care About?
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L3 What Should we Care About?

What should we care about?

Jobin, lenca, and Vayena (2019) analysed 84 (recent) documents containing ethical principles or
guidelines for Al. They summarised the values and principles according to the following values:

transparency

justice, fairness and equity,
non-maleficence

responsibility and accountability
privacy

freedom and autonomy

trust

dignity

sustainability

solidarity

The five highlighted principles appeared in more than half of the documents.
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3.1 Transparency
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L3 What Should we Care About?
3.1. Transparency

The GDPR and transparency

In Europe, transparency has become an important principle in Machine Learning under the General Data
Protection Regulation (GDPR), i.e., the data protection law that passe din 2016 and came into
operation in Europe in 2018.

The Article 5.1.a of the GDPR, titled “Principles relating to processing of personal data”, states:
Personal data shall be: processed lawfully, fairly and in a transparent manner in relation to the

data subject (‘lawfulness, fairness and transparency’)

According to Felzmann et al. (2019), we need to consider transparency in two manners here:

® prospective transparency: individuals must be informed prior the estimation (see also article 12)
® retrospective transparency: the decisions made/reached must be traceable

Machine Learning and Statistical Learning 42/83
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https://gdpr.eu/article-5-how-to-process-personal-data/
https://gdpr.eu/article-12-how-controllers-should-provide-personal-data-to-the-subject/

L3 What Should we Care About?
3.1. Transparency

The GDPR and transparency

The Article 22 of the GDPR, titled “Automated individual decision-making, including profiling” states:
The data subject shall have the right not to be subject to a decision based solely on automated

processing, including profiling, which produces legal effects concerning him or her or similarly
significantly affects him or her.

The Article 15 1 h, titled “Right of access by the data subject”:
the existence of automated decision-making, including profiling, referred to in Article 22(1)

and (4) and, at least in those cases, meaningful information about the logic involved, as well
as the significance and the envisaged consequences of such processing for the data subject.
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L3 What Should we Care About?
3.1. Transparency

The GDPR and transparency: issues

The article 22 (and the article 15) could imply that individuals could ask for a right to an explanation.
However, as noted by Edwards and Veale (2018), the article 22 has several problems:

1. article 22 “js merely a right to stop processing unless a human is introduced to review the decision

on challenge’’.

2. it only concerns significant decisions made by algorithms where there is no human involved
3. the term decision is not coined explicitly
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L3 What Should we Care About?
3.1. Transparency

But in the end, what is transparency?

The key elements reported in Jobin, lenca, and Vayena (2019) about transparency are the following:

® Explainability
® |Interpretability
® Communication

These concern:

® the algorithms used
® the predicted values
Regarding the interpretability, Rudin (2019) argues that one should develop interpretable models in the

first place instead of “black box” models when facing high stakes decisions.
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L3 What Should we Care About?
3.1. Transparency

Could Open Source Softwares be a Solution to More Transparency?

A solution to an increased transparency could be to resort to Open Source softwares.

According to Sonnenburg et al. (2007):

. Reproducibility of scientific research is increased

. Algorithms implemented in same framework facilitate fair comparisons
Problems can be uncovered much faster

. Bug fixes and extensions from external sources

Methods are more quickly adopted by others

. Efficient algorithms become available

. Leverage existing resources to aid new research

. Wider use leads to wider recognition

. More complex machine learning algorithms can be developed
. Accelerates research

. Benefits newcomers and smaller research groups

FOLONOUAWNH
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Could Open Source Softwares be a Solution to More Transparency?

But on the other hand:

1. High entry costs :

P> existing methods are already complex
P> algorithms already restricted to a few group of people, newcomers have to redo the work of others first

2. Machine Learning Researchers are not good programmers

3. Low incentive for publishing in Open Source
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L3 What Should we Care About?
3.1. Transparency

Could Open Source Softwares be a Solution to More Transparency?

Some other reasons are put forward by Laat (2017):

1. Loss of privacy when private data are exposed

as explained by Zarsky (2013), may lead to stigmatization when people cannot escape from some of
their characteristics such as their race, religion, ethnicity, nationality and gender

2. Possibility to “game” the system (e.g., online reviews), to manipulate it (perverse effect)
3. Opacity may be needed for competitive reasons between firms (intellectual property issues)

4. Opacity, interpretability and explainability: as algorithms are usually complex, more transparency
does not really help in that direction
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3.2 Justice, Fairness and Equity
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Bias and Fairness

Let us have a look at three examples in this part:

1. Bank loan qualification
2. Recidivism predictive algorithms
3. A simple scene detection algorithm

Through these examples, we will talk about justice, fairness and equity.
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3.2.1 Bank Loan Qualification
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

Setup

Let us consider the credit market, in which agents with the capacity to finance lend money to other
agents in need of financing.

The lender hopes to be able to be repaid one day and avoid any credit default

He or she faces a problem of information asymmetry: he or she has a priori less information than the
borrower on the borrower's capacity to honour his or her debt.

Solution: create a model that can assess the risk of default on a loan.
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

The model

What are the variables that are included into that model? (some of these variables are not allowed to be
used in Europe)

1. variables that describe the borowwer’s finance (level of indebtedness, delays in reimbursements,
payment of bills on time, ..)

2. variables that describe the personal characteristics or those of the environment (age, gender, race,
zip code, religion, ..)

Among the variables in the second group: most of those are proxies and actually describe the group of
persons that share similar characteristics.
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

The model

As explained in Lee and Floridi (2020), the model may over-estimate risk or under-estimate it.
The authors identidy three possible sources of over-estimation of minority risk:

1. Selection bias

may result from the difference in the advertisement of loans

low targetted ads in high-minority areas

low application from these areas

over-representation of some individuals with possibly specific characteristics from these ares

2. Disparate treatment (direct discrimination)

based on group belonging (statistical discrimination: group statistics used to judge an individual)
or on preferences
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Over-estimation

3. Self-perpretuation of the selection bias

P> “nasty feedback loop” (O’neil 2016): as there is no counterfactual avaible on the candidates that were
excluded (the loan was rejected), the model cannot learn from those individuals

Consequences :

® incorrect training dataset
® over-estimation of the risks for minorities
® under-estimation of the risks for non-minorities
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

What could be done?

We face here a trade-off between fairness (demanded by society) and algorithmic accuracy
(demanded by private sector).

People from minorities are discriminated against when applying for credit. This creates both problems of
selection bias and statistical discrimination, leading to an over-estimation of the risk of default.

As a solution, Lee and Floridi (2020) suggest the following:

® expand advertising activities aimed at ethnic minorities to limit self-selection issues
® |end more to minority people to be able to observe counterfactuals in the future and thus improve
the predictive capabilities of the algorithm.

While in the short-run, this may reduce the predictive capacities of the model, it is not the case in the
long-run. In addition, it may increase the market share.
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3.2.2 Biased algorithms in Justice
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Figure 6: Minority Report, Steven Spielberg (2002).
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

Situation

Let us have a look at a case study about an algorithm that attributes a score to defendants to estimate
the likelihood of them committing a crime again if they are released from prison.

This kind of algorithm is used in the USA at different stages of the criminal justice system.
It is based on the predicted score, decisions are made by humans.
The idea is to guide humans into the sentence that can be given to defendants:

® it can help decide whether or not a prisoner should get an early release from prison
® it should help to limit the number of errors made by judges by providing an objective measure of
risk
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Situation

The objectives are thus two-fold:

1. Assessing the risk
2. Reducing the risk

What happens when the algorithm is built on biases from the data? Let us have a look.
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L3, What Should we Care About?
3.2. Justice, Fairness and Equity

Case study
Two Petty Theft Arrests
VERNON PRATER BRISHA BORDEN
Prior Offenses Prior Offenses
2 armed robberies, 1 4 juvenile
attempted armed misdemeanors
robbery e
—_ Subsequent Offenses
Subsequent Offenses None
1grand theft
LOW RISK 3 HIGH RISK 8

Borden was rated high risk for future crime after she and a friend
took a kid’s bike and scooter that were sitting outside. She did not
reoffend.

Figure 7: Likelihood of two people to commit

a future crime.

Source: Angwin et al. (2016)

The algorithm (COMPAS) attributes a score to each
convicted individual, to estimate the likelihood of them
committing a crime again if they are released from prison.
The individual with a low score committed a new crime
The individual with a high score did not

The output of the algorithm pointed to a wrong direction.
What happened?
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L3, What Should we Care About?
3.2. Justice, Fairness and Equity

What are the results obtained with this algorithm?

® Angwin et al. (2016) (ProPublica) looked at the algorithm used

® The dataset they look at contains n = 7,000 cases of people arrested in Broward County, Florida,
between 2013 and 2014

® They can compare the score assigned by the algorithm and whether or not these people committed
a crime within the next two years

® Results:

only 20% of people predicted to commit violent crimes did so
only 61% of people predicted to commit a crime (regardless of its severity) actually did so
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

What are the results obtained with this algorithm?

What about race?

® the rate of accuracy (overall accuracy) is the same for Black and for White people: 63.8% (Dressel
and Farid 2018)

® but if one looks at the false positive and false negative depending on race: the error rate of the
algorithm bas completely biased

False positive (incorrectly predicting defendants who did not recidivate)

Black people: 44.9%
White people: 23.5%

False negative (incorrectly predicting defendants who did recidivate)
Black people: 28.0%
White people: 47.7%

® note: the owning firm of the algorithm (Northpointe) disputed the analysis, which was later on
disputed by ProPublica
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L3, What Should we Care About?
3.2. Justice, Fairness and Equity

What variables does the algorithm use?

How does the algorithm work?

® The score is made of 137 variables (either questions answered by the defendants or extracted from
their criminal record)

“Was one of your parents ever sent to jail or prison?”

“How many of your friends/acquaintances are taking drugs illegally?”
“How often did you get in fights while at school?”

Agree/disagree questions:

“A hungry person has a right to steal”
“If people make me angry or lose my temper, | can be dangerous.

® The variable about “race” is not included in those
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What variables does the algorithm use?

® There are, however, numerous proxies for it, which may create the biases:

P> measure of poverty (poor neighborhoods)
P> measure of unemployment (neighborhoods with high unemployment rate)
P> measure of education (neighborhoods with terrible schools)
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L3, What Should we Care About?
3.2. Justice, Fairness and Equity

How come these bias may appear?

® As pointed out by Park (2019), the area of residence may be a proxy for race

if the police is targetting relatively more areas in which persons of colour live (as explained in O'neil
(2016), chapter 5), the rate of recidivism will be relatively higher in these areas

as a consequence, Black people would then be relatively more often associated with high risk of
recidivism.

® The training dataset would in that case associate high values of recidivism to areas where the
proportion of Black individuals is relatively high
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

So, how to avoid this?

® The predictions of such a model should be interpretable

® Publishing the codes of the algorithms and the data allows for independent testing, so that biases
may be discovered

publishing such sensitive data about individuals is subject to controversy

® |f the data acquired creates “nasty feedback loop” (new data that come as a consequence of the
prediction of the algorithm and reinforce the bias) and enhance inequalities: O'neil (2016) suggests
to simply drop that data

® Do we really need this kind of model?

Dressel and Farid (2018) showed that similar results (in terms of fairness — or lack of— and accuracy)
can be obtained when asking a crowd to make the prediction based on a few characteristics provided
they also showed that with only 2 variables in a Logistic regression, similar results can be obtained...
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

Trade-of between fairness and accuracy

There is thus again a trade-off between fairness (demanded by society) and algorithmic accuracy
(demanded by private sector) :

® Recall that the algorithm has an overall error rate of about 60%
® There is a high rate of false negative for White relative to Black people
® There is a high rate of false positive for Black relative to White people

If we would like false positive and false positive rates to be each relatively equal regardless of the “race”
of the individuals (if we want more fairness), we can change the threshold value above which we consider
the probability that a person will commit a further crime (this will degrade the overall error rate).
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3.2.3 Transparency and fairness: when testing allows to spot biases
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

Racial bias in Twitter photo preview

A Tony “Abolish (Pol)ICE” Arcieri v
Y @bascule

Trying a horrible experiment...

Which will the Twitter algorithm pick: Mitch McConnell or
Barack Obama?

12:05 AM - Sep 20, 2020 - Twitter Web App

Figure 8: https://twitter.com/bascule/status/1307440596668182528
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

Racial bias in Twitter photo preview

Figure 9: https://twitter.com/bascule/status/1307440596668182528
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L3 What Should we Care About?
3.2. Justice, Fairness and Equity

Once exposed, biased in the algorithms can be investigated

Parag Agrawal & v
@paraga

This is a very important question. To address it, we did
analysis on our model when we shipped it, but needs
continuous improvement.

Love this public, open, and rigorous test — and eager to
learn from this.

%" Vinay Prabhu @vinayprabhu - Sep 20

(1/n) OK, so | am conducting a systematic experiment to see if the cropping
bias is real. | am programmatically tweeting (using tweepy) a (3 x 1) image grid
consisting of a self identified Black-Male + blank image + self identified White-
Male

( h/t @Abebab @alexhanna )

Show this thread

3:27 AM - Sep 20, 2020 - Twitter for iPhone

Figure 10: https://twitter.com/paraga/status/1307491463639388160
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3.3 Autonomy
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Autonomy

® Using an algorithm to make a prediction and then to take decisions: willingly ceding
decision-making power to machines (Floridi and Cowls 2019)

® Why do we do so? We believe that there is a gain in efficiency by turning to a machine learning
model

® A trade-off between gain of efficacy and loss of control then arises.
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L3 What Should we Care About?
3.3. Autonomy

Autonomy: two examples

Miiller (2020) give two examples of autonomous systems and the problems raised:
1. Autonomous vehicles (AV)

Pros: should reduce the number of accidents (bodily injuring or not)
Cons: What should the decisions of the AV cars be? (as we saw in a previous section)

2. Autonomous weapons (“fire-and-forget” missiles)

Pros: may reduce war crimes and crimes in war, may reduce the number of deaths among the
civilianscon
Cons: take responsability away of humans, increases the risks of war, makes killings more likely
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Some additional reading

In this chapter, we talked about questions related to discriminations and fairness. There is a lot of
research on those topics at the moment. The following by A. Charpentier report published in 2022
provides a great overview of these subjects: “Insurance: Discrimination, Biases & Fairness”

® English version
® French version
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https://www.institutlouisbachelier.org/en/pdf-reader/?pid=81252
https://www.institutlouisbachelier.org/lecteur-pdf/?pid=81107

To finish

Ethics Guidelines for Trustworthy Artificial Intelligence (Al) (European Commission)
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https://ec.europa.eu/futurium/en/ai-alliance-consultation
https://vimeo.com/77882285
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